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Abstract—
An area-basedlink-vector algorithm (ALVA) is intr oduced for the dis-

trib uted maintenanceof routing information in very large internetworks. Ac-
cording to ALVA, destinationsin an internetwork are aggregatedin areasin
multiple levelsof hierarchy. Routersmaintain a databasethat containsa sub-
set of the topology at each level of the hierarchy. This subsetcorresponds
to thoselinks usedin preferred paths to reachdestinations(nodesinside the
sameimmediate area or remoteareas). ALVA is the first hierarchical rout-
ing algorithm basedon link-state information that doesnot require complete
topology information at eachlevel in the hierarchy. The correctnessof ALVA
is verified. Simulation resultsarepresentedshowingthat ALVA outperformes
OSPFin terms of communicationand storageoverhead.

I . INTRODUCTION

In the past, most work in distributed routing has proceeded
in two directions:protocolsbasedon distance-vector algorithms
(DVA) andprotocolsbasedon link-state algorithms (LSA). Most
distance-vectorprotocolsarebasedon a distributedimplementa-
tion of theBellman-Fordalgorithmto computeshortestpaths[1].
Link-statealgorithms,on the otherhand,arebasedon theflood-
ing of link information;they requirethecompletetopologyinfor-
mationto be replicatedat every node[2], [3], [4]. Recently, we
introducedlink-vector algorithms (LVA) [5] to addressthescaling
problemsassociatedwith traditionalDVAs andLSAs.

Although we have shown that LVAs are more scalablethan
LSAs andDVAs, usingLVAs with a flat addressingstructureis
notsufficient for anetto scaleto very largenumbersof nodesand
destinations.Any routingalgorithmthatrequiresroutersto know
aboutevery singledestinationin an internet,becomesinfeasible
asthe internetgrows. The storagerequirementsaswell ascom-
putationalandcommunicationoverheadbecometoo costly. To
addressthis problem,theamountof informationstoredandcom-
municatedmustbereducedusingaddressaggregationschemes.

The goal of any addressaggregationschemeis to reducethe
sizeof the topologydatabasesor routing tableskept at routers,
therebyreducingthe amountof data that needsto be commu-
nicated,processed,and stored. The main idea in aggregation
schemesis thatarouterkeepsin its databaseoneentrypernodeor
link thatis “close,” andanentryfor a setof nodesor links further
away [6]. To achieve this,hierarchiesof addressesareformedby
groupingtogether(“clustering”)nodesthatareclosetogether.

TheOSPF[4] andISOIS-IS[2] protocolsdefineareasthatcor-
respondto well definedportionsof an internet.Areasaredefined
statically, and to route traffic amongsuchareas,a backboneis
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usedto interconnectall areas.In OSPF, all inter-areatraffic must
beroutedvia thebackbone.

Therehave beenmany hierarchicalroutingproposalsdescribed
in the pastbasedon the notion of areas,which are also called
clusters[7]. The first suchproposalwasMcQuillian’s [8]; this
proposalwasanalyzedin detail by KamounandKleinrock [9].
Most prior proposalson hierarchicalrouting have routing algo-
rithmsbasedontopologybroadcastor variationsof thedistributed
Bellman-Fordalgorithm(e.g.,[10], [11]). More recently, Murthy
andGarcia-Luna-Aceves[12] proposedanarea-basedhierarchical
routingalgorithmcalledHIPRthatis basedonMcQuillian’sclus-
teringschemeandtheloop-freepathfindingalgorithm[13] which
is a loop-freealgorithmbasedondistancevectors.Ramamoorthy
etal. [14], [15] proposedanalgorithmbasedonlink-stateinforma-
tion for hierarchicalrouting. Accordingto this algorithm,a node
maintainscompletetopologyinformationof eachareato which
the nodebelongs,andthe topologyof anareaat a given level is
givenby theinterconnectionof thelower-level areaswithin it.

Weintroduceanew area-basedhierarchicalroutingschemethat
usesLVA asits basicroutingalgorithm.Thisnew scheme,which
we call area-basedlink-vectoralgorithm(ALVA) supportsmulti-
ple levelsof hierarchyanddoesnot rely on a backbonefor inter-
arearouting. ALVA allows moreflexible topologiesandshows
improvedperformanceby removing thebottleneckbackbone.The
main motivation for this new schemeis to provide an approach
basedon link-state information that doesnot requirecomplete
topology information for eachhierarchicallevel. As we show
subsequently, it constitutesthebasisfor developinginternetrout-
ing protocolsbasedon link-stateinformationthataremuchmore
scalablethanOSPF. Thenext sectiondescribesthenetworkmodel
andgivesa shortoverview overLVA. SectionIII describesthehi-
erarchicalrouting algorithm. SectionIV proves its correctness.
SectionV discussesits complexity andpresentssimulationresults
addressingits averageperformance.

I I . BACKGROUND AND NETWORK MODEL

A. Network Model

An internetis modeledasanundirected,weightedgraph
��������	��


, where
�

is the setof nodes(routers)and
�

is the setof
edges(links). Eachpoint-to- point link hastwo costsassociated
with it – onefor eachdirection. (If multiple routingpoliciesare
used,multiple costscanbeassignedin eachdirection. However,
for a givenpolicy, thecostmustbeunique).
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Nodesof the graphareclusteredinto subgraphscalledareas.
Althoughthenew hierarchicalroutingalgorithmcanbeusedwith
overlappingclusterswith onlyminormodifications,for simplicity,
we assumethat the areasaredisjoint, i.e. every nodebelongsto
exactlyonearea.

An underlyingprotocolassuresthat� A nodedetectswithin finite amountof time theexistenceof
anew neighboror thelossof connectivity with aneighbor.� All messagestransmittedover an operationallink are re-
ceived correctly and in proper sequencewithin a finite
amountof time.� All messages,changesin cost of a link, link failures, and
new-neighbornotificationsareprocessedoneat a time and
in theorderin which they aredetected.

Eachrouterandeachareahasauniqueidentifier, andany other
routercandeterminefrom that identifier to which areatherouter
belongs. Link costsmay vary in time, but arealwayspositive.
Furthermore,routersareassumedto operatecorrectly, andinfor-
mationis assumedto bestoredwithouterror.

B. Link Vector Algorithm

LVA [5] is basedon the disseminationof partial topologyin-
formation.Routerspropagateincrementalinformationonly about
thoselinks that they actuallyuseto reachany destination.Thus,
all routerskeepa partial topology. A local path selection algo-
rithm is usedto computetheir source graph basedon thatpartial
topology. For example,in shortest-pathrouting,thepathselection
algorithmcouldbeDijkstra’salgorithmandthesourcegraphis the
shortest-pathtree. However, thesourcegraphneednot bea tree,
it cancontainmultiple pathsfor thesamedestinationsto support
multipathroutingandit cancontainlinksusedby differentrouting
policies.

Becauseroutersin LVA have differingtopologydatabases,it is
importantthat the informationis consistentto avoid thepossibil-
ity of long-termor permanentlooping. To achieve this, routers
tell their neighborswhich links they useandwhich links they no
longeruse,usingadd anddelete updates.An updatespecifiesall
theparametersof thelink anda routersendsanupdatein a mes-
sageonly whena link is modified,added,or deletedin its source
graph.This way, thesourcegraphis reportedto neighborsincre-
mentally, anda typical controlmessagecontainsonly a few link-
stateupdates. In addition to the link parameters,a routermust
recordthe set of neighborsthat reportedthe link, a link that is
not reportedby any neighbormustberemovedfrom thetopology
database,unlessit is a link originatingat therouteritself.

I I I . AREA-BASED LVA (ALVA)

Accordingto ALVA, nodesareclusteredinto areasorganized
into multiplehierarchicallevels,sothatareascanbegroupedinto
higher-level areasaswell. Figure1 shows anexampletopology
with threelevelsof hierarchy. Links in this topologyareassumed
to be bidirectional,with unit cost in both directions. The nodes
(namedin lower case)makeup level 0 in the hierarchy. Level 1
consistsof theareasA1..A5, B1..B3,andC1..C4,while we have
the areasA, B, and C at the top level, level 2. In this exam-
ple topology, only border-nodesare named,with the exception
of node 
 , which is aninteriornodeof area��� .
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Fig. 1. 2-level hierarchicalnetwork

A border node is a nodethathasa link to a nodethatbelongs
to a differentarea.A � -level bordernodeis a nodethatconnects� -level areas.Nodescandetermineto whichareaa givenaddress
belongs,andat which level of thehierarchytwo givenaddresses
differ. With this information,nodescan dynamicallydetermine
whetherthey arebordernodes(thismaychangewith link failures
or establishments,)andat which level their borderis. Thebasic
operationof ALVA is asfollows:� For routingwithin anarea,flat LVA is used.� For inter-arearouting,LVA is appliedon thetopologyrepre-

sentingtheconnectivity amongareasatany particularlevel.
At any givenlevel, shortest-pathrouting is usedamongall areas
thatarecontainedin thesameareaonelevel up in thehierarchy.
Becauseareasareseenassingle entitiesby remoterouters,the
cost to traversethem cannoteasily be determined. Given that
thecostof the links betweentheareasis outweighedby thearea
traversalcost,using the actualfor thoselinks neednot improve
overallperformanceof thealgorithm.Accordingly, for simplicity,
weuseminimumhoproutingacrossareasin thispaper.

Figures2,3, and4 provideaformalspecificationof ALVA. The
followingsectionsareusedto describetheinformationstoredand
communicated,aswell asALVA’s operation,in moredetail. For
simplicity, weassumethatthesequencenumbersusedto validate
updatesarebasedon unboundedcounters.In practice,a mecha-
nismusingafinite sequencenumberspacemustbeused.

A. Information Maintained at Nodes

With respectto the informationexchanged,all routersact as
peersin ALVA. This doesnot meanthat the informationstored
is the sameat all routers,but that the type of informationis the
same.Therearenospecialroutersthatneedtostoreany additional
information. Thus,we canensurethat any routerscan,without
delay, acceptthe additionalfunctionality of a borderrouter if a



procedureupdate( � , message)
updatetopology table(i, message)
if updatedthen

build sourcegraph
build routingtable
comparesourcegraphs( � )�����

= ����� �����
endupdate

procedureupdatetopology table( � , message)
for all updatesin messagedo

if local address( j ) then
updateasin plain LVA, usingtable

������
else – – remoteaddressat level � (impliesthatk is

– – remoteaddressaswell)
if type= ADD then

if � ���¡  ) ¢£ �¤�¦¥� then
addlink to

����¥�
elseif h is headof link then

if §©¨«ª ����¥� � ���¡ ­¬¯® °±® §�¨ then
changelink values

elseif §�¨�² �¤�¦¥� � ���¡ ­¬³® °�® §©¨ then
addreportingnoden

elseif §�¨µ´ �¤� ¥� � ���¡ ­¬³® °�® §©¨ then
sendcorrectionto n

else
addh asheadof link

else– – type= DELETE
if h is headof link then

if � �¶�¡ ±¬ £ �¤�¦¥� then
if §©¨µª ���¦¥� � �¶�¡ ±¬³® °�® §©¨ then

markh asdeleted
if no otherhead

marklink asdeleted
elseif §©¨�² ��� ¥� � ���¡ ±¬³® °±® §�¨ then

deletereportingnoden
if no reportingnodefor h then

markh asdeleted
if nootherheadthen

marklink asdeleted
elseif §©¨µ´ �¤� ¥� � �¶�¡ ±¬³® °�® §©¨ then

sendcorrectionto n
else����¥� � ���¡ ­¬¯® °±® §�¨�²·§�¨

endupdatetopology table

procedure link change( �¸�¹� )
if local address(� ) then��� �� �¹�³�¹�º¬»²¼�¾½©¿ � �¸¨»��� §�¨��¸ÀÁ�¡Â	¬
else��� �� �¹�³�¸Ã	Ä	�ÅÃº� �Æ¬¡¬Ç²¼�¹½ ¿ � �³¨»�©� §©¨È�¸ÀÁ�ÉÂ	¬
build sourcegraph
build routingtable
comparesourcegraphs( � )�����

= ����� �����
end link change

procedure link up( �³�¹� )� � ²Ê� �­Ë �
if local address(� ) then��� �� �¹�³�¹�º¬»²¼�¾½ ¿ � �¸¨»��� §�¨��¸ÀÁ�¡Â	¬
else������ �¹�³�¸Ã	Ä	�ÅÃº� �Æ¬¡¬Ç²¼�¹½ ¿ � �³¨»�©� §©¨È�¸ÀÁ�ÉÂ	¬
build sourcegraph
build routingtable
comparesourcegraphs( � )��� �

= ����� ��� �
end link up

procedure link down ( �³�¹� )� � ²Ê� �ÍÌ �
for all �¹ Î�¡�¹¬ £ ����� do������ �¹ Î�¡�¹¬³® ÄÏ² �¤�¦�� �¹ Î�¡�¹¬³® Ä Ì �

if
��� �� �¹ Î�¡�¹¬³® ÄÏ²ÊÐ then
mark �¹ Î�¡�¹¬ asdeleted

if local address(� ) then��� �� �¹�³�¹�º¬»²¼�¾½ ¿ � �¸¨»��� §�¨��¸ÀÁ�¡Â	¬
else��� �� �¹�³�¸Ã	Ä	�ÅÃº� �Æ¬¡¬Ç²¼�¹½©¿ � �³¨»�©� §©¨È�¸ÀÁ�ÉÂ	¬
build sourcegraph
build routingtable
comparesourcegraphs( � )��� �

= ����� ��� �
end link down

Fig. 3. ALVA specification

update:tuple � �¶�¡ Î�¡½ÅÑ¿ �¸§©¨È�¡Ò¡ÓÅÔ±�	�¸Õ °×ÖØ¬���¡  : origin anddestinationof link½ Ñ¿ : costof link � ���¡ ±¬§�¨ : sequencenumberÒÙÓÅÔ±� : ADD or DELETE° : headof link, if origin is areaaddress

topologytable
�����

atnode� with entries:���¡  : origin anddestinationof link
if � localaddressin samearea:½ Ñ¿ , §�¨ : costandsequencenumber

list of reportingnode
if � areaaddress½ÅÑ¿ : connectivity info

for eachreportedheadof link§�¨ : sequencenumber
list of reportingnodes

if morethanoneheadin list, indicatewhichoneforwarded��� �
canbesubdividedinto

�¤�¦¥� , where � indicatesthelevel in thehierarchy.

sourcegraph
��� �

, new sourcegraph �Ú�©� ��� �
Fig. 2. VariablesandDataStructuresfor ALVA specification

new link crossinga borderis established.

Eachroutermaintainsatopologytableandasourcegraph.The
latter is usedto derive theroutingtable. Thetopologytablemay
beviewedasbeingsplit upinto onetablefor eachlevel in therout-
ing hierarchy(asis assumedin thepseudocodein Figures3 and

4); this is merelyanimplementationmatterfor thepath-selection
algorithm.

In principle, the topology table containsthe following infor-
mationaboutall links known to the router, andbelongingto the
router’sown 1-level area:theheadanddestinationof thelink, the
costof thelink, thelink’ ssequencenumber, andthelist of there-
portingnodesfor thelink. Again, thereportingnodesof a known
link are thoseneighborsof the router who have reportedusing
that link. If morethanoneroutingpolicy is usedin thenetwork,
multiplecostscanbereportedfor thesamelink.

For inter-arealinks, additionalinformationmustbestored.Be-
causean inter-arealink representsconnectivity ratherthana par-
ticular physicallink, it maybethatthis link actuallycorresponds
to multiple links. Thus,checkingwhetheranupdateconcerning
sucha link is recentbecomesa problem,giventhat therecanbe
nouniquesequencenumberassignedto it. To solvethis problem,
thesequencenumberandtheID of theheadof theactuallink are
stored.Dif ferentneighborsmayreportdifferentheadsaboutthe
sameinterareaconnectionsto anode.Thenodethenstoresall the
differentheadsconcerningtheconnection,but forwardsonly one
of them.To reducecommunicationoverhead,all nodesshoulduse
thesamecriterionasto whichheadto reportin sucha case.

Of course,the list of reportingnodesmust be kept on a per



procedurecomparesourcegraphs( � )
for all � �¶�¡ ±¬ £ �Ú�©� ��� � , � �¶�¡ ±¬�¢£ ��� � or �Ú�©� ��� � � ���¡ ­¬³® §�¨�ª ��� � � �¶�¡ ±¬³® §©¨ or changein headof link do

checklink in sourcegraphs( �¸�¹���¡ Î� ADD)
for all � �¶�¡ ±¬ £ ����� , � �¶�¡ ±¬�¢£ �Ú�©� ����� do

checklink in sourcegraphs( �¸�¹���¡ Î� DELETE)
if border-node(i) then

send(inter areamessage)
send(intra areamessage)

endcomparesourcegraphs

procedurechecklink in sourcegraphs( �³�¹�¶�¡ Î�¡Ò¡ÓÅÔ±� )
if border-node(i) then

if �»²µ� then
if not local address(   ) then

inter areamessage= inter areamessage
Ë

(area(i),  ,connectivity,sn,Ò¡ÓÅÔ±� ,� )
intra areamessage= intra areamessage

Ë
(���¡ Í�¡½ÅÑ¿ �¯§©¨ ,Ò¡ÓÅÔ±� )

else
if remoteaddress(j) (level � ) then

inter areamessage= inter areamessage
Ë

(���¡  ,connectivity,
����¥� � ���¡ ±¬³® °±® §�¨ ,Ò¡ÓÅÔ±� ,���¦¥� � ���¡ ­¬¯® ° )

intra areamessage= intra areamessage
Ë

(���¡  ,connectivity,
��� ¥� � ���¡ ±¬³® °±® §�¨ ,Ò¡ÓÅÔ±� ,��� ¥� � ���¡ ­¬¯® ° )

if changein h and Ò¡ÓÅÔ±� = ADD then
inter areamessage= inter areamessage

Ë
(���¡  ,connectivity,

���¦¥� � �¶�¡ ±¬³® °�® §©¨ ,DELETE,
�¤�¦¥� � ���¸ ±¬³® ° )

intra areamessage= intra areamessage
Ë

(���¡  ,connectivity,
���¦¥� � �¶�¡ ±¬³® °�® §©¨ ,DELETE,

�¤�¦¥� � ���¸ ±¬³® ° )
else

intra areamessage= intra areamessage
Ë

(���¡  ,½ÅÑ¿ ,
�¤�¦¥� � ���¡ ­¬¯® §©¨ ,Ò¡ÓÁÔ­� )

if remoteaddress(k) (level � )then
inter areamessage= inter areamessage

Ë
(���¡  ,connectivity,

��� ¥� � �¶�¡ ±¬³® °�® §©¨ ,ÒÙÓÅÔ±� ,� )
else– – interiornode

if remoteaddress(j) (level � )then
intra areamessage= intra areamessage

Ë
(���¡  ,connectivity,

��� ¥� � �¶�³ ­¬³® °�® §©¨ ,Ò¡ÓÅÔ±� ,��� ¥� � ���¡ ±¬³® ° )
if changein h and Ò¡ÓÅÔ±� = ADD then

intra areamessage= intra areamessage
Ë

(���¡  ,connectivity,
����¥� � ���¡ ±¬³® °±® §�¨ ,DELETE,

����¥� � �¶�¡ ±¬³® ° )
else

intra areamessage= intra areamessage
Ë

(���¡  ,½ÅÑ¿ ,
����¥� � ���¡ ±¬³® §©¨ ,ÒÙÓÅÔ±� )

endchecklink in sourcegraphs

Fig. 4. ALVA specification(Cont.)

level 0:
all links for paths

x -> r
x -> q
x -> p
(and other paths
within A4)

p - A5
q - A3
r - A1

level 2:
(none)

may store
A - B, s (, t)
A - C, c (, d)

level 1:
A1 - A2, c
A3 - A2, m
A5 - A2, j (, k)
A2 - B, t
A5 - B, s (, k)
A1 - C, c
A2 - C, d

may store
A4 - A1, r
A4 - A3, q
A4 - A5, p

Fig. 5. Topologyat Nodex

head-of-linkbasisaswell. The list of reportingnodescaneasily
be storedasa bit vector, becauseonly neighborsof a nodecan
bein that list. Thus,thestorageoverheadof that list is relatively
minor.

Thesourcegraphcontainsall links thatareusedona preferred
pathto any destination,asdeterminedby the local pathselection
algorithm. In the caseof shortest-pathrouting, it is simply the
shortest-pathtree.

Figure5 shows a textual representationof the links known at
node 
 . Figures6 and7 show a graphicalrepresentationof the
topologydatabasesat node 
 andthe bordernode � . As canbe
seenin Figures5 and6, 
 knows all the links necessaryfor it (or
oneof its neighbors)to reachany destinationwithin the level 1
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Fig. 6. Topologyat Node ë
area �«� . In particular, it knows all the links necessaryto reach
theborder-nodes.In addition,the local tablecontainslinks from
theseborder-nodesto the neighboringlevel 1 areas.(The inter-
nal topologyof �«� is too small to show any significantsaving in
spaceascomparedto topologybroadcasthere.However, it should
benotedthata few of thelinks areknown only in one(the“use-
ful”) direction,exhibiting someof thesavingsdueto LVA. At the
next level of hierarchy, thefiguresshow apartialview of theinter-
areatopology. Notethat,while node 
 seesonly onewayto each
of the level 2 areasì and í , border-node î in thesameareaac-
tually knows aboutthe alternativesthrougharea �ðï , enablingit
to reactfast to changesin the topologyand thenpropagatethat
informationwithin its area.

Although the information concerninglinks leaving their own
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areain levels1 and2 is redundant,it maybebeneficialto storeit
in thetablesto simplify thepathselectionalgorithm.

Figure7 shows the topologyasseenby border-node � of area��� . It can be seenthat the two topologiesare quite different.
However, dueto theway thetablesareformed,thesedifferences
cannotcreateany routing loops. Note that, by virtue of being
a border-nodeto area ì , � actuallyknows aboutthe connection
betweenareasì and í . It doesnot propagatethis information
within its areathough,becauseit prefersthe paththrough �µï to
reachí .

B. Information Exchanged between Nodes

While there is no differencein the datastoredat nodes,the
informationexchangewithin an areais obviously differentfrom
the inter-areaexchange.Bordernodesfilter the informationthat
is forwardedacrosstheir borders. They do not forward internal
informationabouttheir areaacrossthe areaborder, but addthe
appropriateheadof link informationto updatesconcerninglinks
leaving their area.

Whenever thereis a changein a node’s sourcegraph,it sends
incrementalupdatesaboutthe changeto its neighbors:it sends
an add updatefor links that they areusingto get to any destina-
tion; it sendsa delete updatefor links that they usedbeforebut
that arenot usedany more. For links within an area,eachsuch
updatecontainsthecost,thesequencenumber, andthetype. Up-
datesconcerninglinks crossingareaborderscontaintheareasof
origin anddestination,asequencenumberandtheheadof thelink
reportingthatsequencenumber.

For borderlinks (i.e., links attachingto otherareas),a border
nodedistributesinformation concerningthe link within its own
areaspecifyingthe actualheadof the link and the areaaddress
asthe destinationof the link. A bordernodemakessurethat no
link from within its areais reportedto its peerin the otherarea.
Links to otherareasareconvertedto a hierarchicalform andone
of theactualheadsof thatconnectivity is chosento propagatethe
respective sequencenumber.

To illustrate the differencesin how information is forwarded
by border-nodes,Figure8 shows which link statesareforwarded
by node � . Because� mustdistinguishbetweentherecipientsof

forwarded to q:
A3 - A1, n
A3 - A2, m
A3 - A5, l
A1 - C, c
A5 - B, s

forwarded to neighbors in A3:
o - A4
A1 - C, c
A5 - B, s
links used within A3

Fig. 8. Link-statesforwardedby Nodeo

h forwards to p:
A5 - A2, j
A5 - A3, i
A5 - A4, h
A5 - B, s
A2 - C, d

s forwards to bi:
A - B, s
A - C, d

Fig. 9. Link-statesforwardedby Nodeh andsoverareaboundaries

its updatepackets,it assemblesdifferentpacketsto neighbor î
andits interior neighbors.The differencesarefurther illustrated
in Figure9, wherethe links that areforwardedby node � to its
neighbor� , which is in a differentareaat level 1, andthe links
that � forwardsto its neighbor�
	 over a level 2 boundary.

C. Operation of ALVA

The operationof ALVA is very similar to that of basicLVA.
Whenanupdatemessageis received from a neighbor, every up-
datein the messageis examinedandthe topologytablechanged
asnecessary.

First, considerthat the updateis an add: if thereis no infor-
mationaboutthelink in thetopologytable,thenthelink is added
to it. If the link is alreadypresentin the table, then its valueis
changedif the sequencenumberindicatesa morerecentupdate.
If the sequencenumberis the sameas the onestored,then the
neighborthat sentthe updatemessageis addedto the list of re-
portingnodes.

In thecaseof a delete update,thesenderof themessageis re-
moved from the set of reportingnodesand, if the set becomes
empty, thelink is removedfrom thetopologytable.

In eithercase,an updatecontainingrecentinformationis sent
backto theneighborwho sentthemessageif anupdateis found
to beout of date(i.e., its sequencenumberis smallerthantheone
stored).

If therewasany changein thetopologytable,thentheupdated
topologytableis usedto obtainthe new sourcegraph,usingthe
local pathselectionalgorithm. Therouting tableis thenupdated
from thenew sourcegraph.Finally, thenew sourcegraphis com-
paredwith the previousoneto assemblethe updatepacketsthat
aresentto the neighbors. In principle, an add updateis gener-
atedfor any new link in thesourcegraph,andfor any link whose
sequencenumberchangedas a result of the updateprocedure.
For any link that waspreviously part of the sourcegraphbut is
no longer being used,a delete updateis generated.Of course,
a bordernodemustfilter the propagationof this informationas
describedabove.

The main differencebetweenALVA andLVA lies in the fact
thatthesequencenumbersandreportingnodesfor inter-arealinks
areupdatedonaperhead-of-linkbasisin ALVA. Thisalsomeans
that, if theheadof thelink changedfor someinter-arealink, two
updatesmustbegenerated,oneto deletetheold headandanother
to addthenew one.Becauseall routersusethesamecriteriumto
choosewhichheadto advertise,this is a rareoccurrence.



IV. CORRECTNESS OF ALVA

The proof of correctnessfor ALVA assumesthat updatemes-
sagesare transmittedreliably andreceived andprocessesin the
orderthat they aresent. In addition,we assumethat thereis a fi-
nitenumberof changesin link stateupto time �
� , afterwhichtime
therearenomorechanges.With theseassumptions,thefollowing
theoremshowsthatALVA is correct.

Theorem 1: After a finite time after �
� , no more updatesare
sentin thenetwork,andall routershave up-to-datelink-statein-
formationin their topologytableandhave computedcorrecthier-
archicalsourcegraphs.

Theproofof correctnessconsistsof two parts:first, it is shown
thatALVA terminates.The secondpart shows that the informa-
tion in thenetworkis consistentuponterminationandthuscorrect
routeshave beencomputed.Both partsof theproof build on the
propertiesproven for LVA [5] andextendthe proofsfor LVA to
the hierarchicalalgorithm. The following lemmasconstitutethe
proof.

Lemma 1: ALVA terminateswithin a finite amountof time af-
ter �
� .

Proof: Theproof thatthehierarchicalLVA terminatesis by in-
ductionon the numberof levels ( � ) in the hierarchy. In eachin-
ductivestep,theproof is by contradiction.

The basecasefor the inductionis a topologywith a one-level
hierarchy( � ���

). The proof for LVA assumesthat an infinite
numberof updates(add of delete) is generatedfor somelink, and
it is shown thatthisis impossibledueto thefinite numberof nodes
in thenetworkandthefact thatthenodedetectingthelink change
sendsexactly one update. Becauseflat LVA is usedwithin the
lowest-level areasand no information is propagatedoutsidean
areaconcerningtopologychangeswithin thearea,it is clearthat
thealgorithmterminatesfor suchchanges.

It remainsto show that the algorithmterminatesif thereis a
changein theconnectivity betweentwo areas.Notethatall nodes
useLVA on the graphcomprisingall inter-arealinks in the net-
work. The exact sameargumentusedfor flat LVA cannow be
used: assumethat an infinite numberof updatesis generated.
This implies that thereis at leastonenodethat generatesan in-
finite sequenceof updatesaboutsomelink � . In turn, this implies
that a neighborof this nodealsogeneratesan infinite sequence
of updatesconcerningthe samelink. The proof for LVA pro-
ceedsshowing that theremustbe an infinite sequenceof nodes
who start sendinginfinitely many updatescausedby that same
change.However, this argumentis valid only if nodescanvali-
dateupdates,which canbe accomplishedby sequencenumbers.
Hereliestheonly differencein theproof. Becausethoselinks can
bedetectedat multiple heads-of-link,it mustbeassuredthat this
doesnot leadto a “flip-flop-effect,” wherenodesswitchbetween
theheads-of-linkwhosesequencenumberthey usefor reporting
the link. This problemdoesnot apply to the two areasthat are
actuallyconnected,in theseareasthelinks arereportedwith their
physicalheads-of-link,inclusionof theselinks doesnot alter the
terminationpropertyof LVA within areas.In remoteareas,if we
requirethatall nodeswhoreceive multipleheadschoosethehead
thatthey propagateusingthesamecriteria(for example,usingthe
smallestaddress,)thenno infinite sequenceof addsanddeletes
will becreated.Hence,ALVA terminateswhenthereis onelevel

of hierarchy.

Now considera topologywith ��� �
levels of hierarchy. As-

sumethatALVA terminatesfor ��� � levelsof hierarchy. A � -level
hierarchicaltopologyis composedof

� ��� � 
 -level areasandlinks
connectingtheseareas.By theinductivehypothesis,weknow that
ALVA terminatesfor any changeswithin the

� ��� � 
 -level areas.
It remainsto show that ALVA terminatesif thereis a changein
the connectivity betweentwo � -level areas.The argumenthere
is very similar to thecaseof onelevel of hierarchy. Again, LVA
is usedat the � -th level of hierarchy, andthe only differenceto
theflat caseis thattherecanbemultipleheads-of-link,thatcould
causethedescribed“flip-flop-effect.” Again, this is preventedby
requiringtheconsistentchoiceof thehead-of-linkthatis reported
to a neighbor. Hence,ALVA terminatesin a � -level hierarchy.

q.e.d.

Lemma 2: Within finite amountof timeafter � � , all routershave
the consistentinformation necessaryto computecorrectsource
graphs.

Proof: The proof that all nodeshave consistentinformation
when ALVA terminatesis by induction on the levels in the hi-
erarchy.

Again,thebasecasefor theinductionis a one-level hierarchy.

The proof that information is consistentin a finite time after
topologychangesceasefor LVA is by inductionover thelengthof
pathsin hops.In a similar fashion,wecanarguethesamecasein
thehigherlevel.

Within any area,LVA is used. Therefore,a any node – in
particularany bordernode– in the areahascorrectinformation
aboutthetopologywithin theareathatit is partof. In addition,it
knows aboutall links that it needsto routeto neighboringareas.
(A neighboringareaappearsasa destinationin the level � topol-
ogytable,therefore,everynode– includingborder-nodes– knows
at leastonelink to thatdestination).Becausea bordernodefor-
wardsthelatterinformationto its neighborsin theothernodes,the
border-nodesof theseareasknow abouttheconnectivity of their
neighboringareaat level

�
. This is the basecase,onehierarchi-

cal hop. Theinformationis propagatedwithin theneighbor-area,
using LVA rules for a network at level

�
, whereminimum hop

routingis usedXfor thecomputationof thepreferredpaths.From
thecorrectnessof Xthis (flat) LVA at thehigherlevel followsthe
correctnessof thehierarchicalscheme.

The formal proof for this argumentusesinduction,as in the
flat case.Thebasecase– neighboringareas– is describedabove.
Then, for ��� �

hopsassumethat the correct,neededinforma-
tion to reacha destinationis known in areasthat arelessthan �
hierarchicalhopsawayfrom thisdestination.Considerapaththat
spans� hierarchicalhops.Then,we know thatthereis a flat path
to thefirst areaon thatpath.This areais ��� � hierarchicalhops
away from thedestination.Thesubpathfrom thatareato thedes-
tinationmustbe optimal; therefore,by the inductive hypothesis,
it mustbe known in that area. However, becauseit is usedand
known, it mustbepropagatedto all the neighboringareasby its
bordernodes. It thenfollows that it mustalsobe known in the
areawe first considered.This, togetherwith the known pathto
that neighboringarea,meansthat the completepathis known �
hierarchicalhopsaway.



Now considerthe casethat we have ��� �
levels of hierar-

chy. Assumethat thealgorithmyieldsconsistentinformationfor��� � levels. A � -level areais composedof
� ��� � 
 -level areas.

By theinductivehypothesis,all nodeshaveconsistentinformation
abouttheir

� ��� � 
 -level. In addition,the links between
� ��� � 
 -

areas,aswell astheirconnectivity to outsideareasis known to all� ��� � 
 -level border-nodes.Hence,for a given � -level area,this
informationis alsoknown at all its border-nodes,sincea � -level
border-nodeis alsoa border-nodeat levels

� ������� � . Then,we can
usethe sameinductive argumentas in the basecase,using the
links between� -level areasashierarchicalhops.

ThisprovesLemma2. q.e.d.

V. PERFORMANCE

Given that LVA hasbeenshown to outperformthe ideal link-
statealgorithmin [5], it canbeexpectedthatALVA performsbet-
ter thanarea-basedschemesbasedonflooding,suchasOSPF, by
reducingthecontroltraffic bothwithin areasaswell asacrossthe
backbone.To verify this expectation,we comparedALVA with
OSPFin several simulations.Simulationswereperformedusing
randomgraphswith 100nodes.Nodeshadanaveragedegreeof
approximately3. Recentwork [16] shows that this is a realistic
nodedegreefor internetworks.Thetopologieswereproducedac-
cordingto two generalschemes.Accordingto the first scheme,
thereis a backbonewith 56 nodes,oneareawith 30 nodes,and
14stubareaswith onenodeeach.We choseto usestubareasbe-
causewe wereparticularlyinterestedin the effect of changesin
thebackbone.Thistopologytypeallowsusto have many destina-
tion areasbut to focusontheeffectsthatachangein thebackbone
haswithin thebackboneandin thecompletearea.In thesecond
scheme,thebackbonecontains40 nodesandtherearefour areas
with 15nodeseach.

To obtainrandomtopologiesaccordingto theseschemes,for
eacharea(including the backbone)nodesare placesrandomly
in a plane. Any two nodes � �
 within the areaare then con-
nectedaccordingto theexponentialmodelasproposedby Zegura
et al. [17]. In addition,we makesurethatall areasareconnected
graphs. Then,eachareais connectedwith the backboneat two
randomlychosennodes.Thismethodto obtaintopologiesallows
usto studynetworksthatexhibit the characteristicof the logical
starconfigurationthatOSPFrequiresfor inter-areatraffic [4].

To simulateOSPF, wemakethefollowing assumptions:� Areascontainexactlyonemask,i.e., they areseenasasingle
entity from outsidethearea.In termsof storageandcommu-
nicationoverheadneeded,thisactuallypresentsthebestcase
for OSPF.� Bordernodesbelongto exactlyoneareaandthebackbone.A
bordernoderunstwo copiesof the floodingalgorithm,one
for thebackboneandonefor theareato whichit belongs.� A bordernodereportsto thebackbonethatit hasa link to the
areaof which it is part.� A bordernodereportswithin its arealinks to all otherareas
with costsasdeterminedby theshortest-pathalgorithmin the
backbonetopology.

We evaluatetheperformancein termsof updatemessagessent
and numberof stepsrequired for the algorithmsto converge.
Whenanodereceivesanupdate,it comparesits localstepcounter

with thesender’s,takesthemaximum,andincrementsthecounter.
This waywe obtainthenumberof sequentialupdatemessageex-
changesbetweenneighborsneededfor convergence.In addition,
we comparethesizeof the topologytablesstoredby therouters.
In termsof thesecriteria, the assumptionsstatedabove actually
representthebestcasefor OSPF. For our simulation,we assume
that control packetsaretransmittederror free andareprocessed
oneat a time in theorderreceived. OSPFandprotocolsbasedon
ALVA providetheirown retransmissions.Usingequivalentmech-
anisms,ALVA requireslessoverheadthantopology-broadcastto
ensurereliabletransmissionof updates.Packetssentover failed
links aredropped.To detectnew connectivity or link failures,a
simplehello protocolwasused(muchlike in theOSPFspecifica-
tion).

Figures10 through14 show theresultsof our simulations.Re-
sultsareshown for changesin link cost,link failures,link estab-
lishments,nodefailuresandnodeestablishments.The barsrep-
resenttheaverage(mean)numberof messagesandsteps,respec-
tively, while themarkersshow thestandarddeviation. To obtain
theseresults,we performedthechangesfor every singlelink and
nodein the network. Thus, no samplingerrorsneedto be pre-
sented.

Figures10 and11shows theoverall resultsfor onerepresenta-
tive topologyof eachclass.Theseresultsincludechangesat the
bordersaswell aschangesin thebackboneandotherareas.

In Figures12and13,moredetailedresultsareshown. Theleft
graphin figure12 shows themessagesentfor changeswithin the
backbone,while theright graphin thatfigurerepresentschanges
within the otherareaof the topologyof the first type. Similarly,
Figure13 shows the numberof messagesuntil convergencefor
changeswithin thebackboneandin oneof theareasfor thetopol-
ogy of thesecondtype.

It is clear that ALVA needslesstime and fewer messagesto
converge for changesin single links in the backboneaswell as
the areas. OSPFbehaves betteronly when nodesfail. As ex-
pected,the numberof messagesrequiredwhen links changeor
areestablishedwithin anareafor OSPFis constant.(This is not
true for link failures,becausesomeof the failuresmay discon-
nectnodesor partition the graph). The deviation from the mean
for suchchangesin thebackboneshowsthatchangesin theback-
bonecausetraffic in theareasin additionto thetraffic within the
backbone.

In all simulations,ALVA clearlyoutperformsOSPFwhenlink
changesoccur, links fail, or new links areestablished.The only
casewhereOSPFconvergeswith lessoverheadis whena node
fails. In this case,the deleteoperationin LVA causesALVA to
createslightly morepacketsthanOSPF.

Figure 14 shows the averagesize of the topology tablesat
routers in the backboneand in anotherareafor both types of
topologies.It canbeseenthat routersusingALVA needto keep
only abouthalf asmany links in their tableson theaveragewhen
comparedto routersOSPF. This is truein particularfor backbone
routers,whichincludetheborder-nodesthatruntwo copiesof the
topologybroadcast(onefor thebackboneandonefor their area).
As thesizeof theareasgrows,this advantagefor ALVA becomes
even morepronounced.We have alsoobtainedresultsusingflat
LVA for larger topologiesthantheareasshown here.Theresults
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obtainedthatwayconfirmedthesignificantsavingsin thenumber
of links in thetables.

As aninternetworkgrows larger, thebackbone-basedtopology
requiredin OSPFforcesthe backboneto becomelarger or the
areasthat connectto it to grow larger. Figure15 illustratesthe
savingsthatcanbederivedwith ALVA over OSPFby not requir-
ing a backbone.Thetopologyusedfor this experimentis of type
1. Thereare179 edgesin the topology, giving the nodesan av-
eragedegreeof 3.58,with a maximumdegreeof 9. For the first

partof theexperiment,thenodeaddresseswerechosensuchthat
the backbonewaspartitionedinto threeconnectedareas;ALVA
wasusedin this scenario.For thesecondpart,thebackbonewas
onecontiguousarea;bothALVA andOSPFwereusedin thissce-
nario. The resultsof this experimentshow that the more flexi-
ble choiceof topologiescanwiden the margin by which ALVA
outperformsOSPFsignificantly. With thelargebackboneareare-
quiredby OSPFpartitionedinto smallerareas,ALVA outperforms
OSPFevenwhennodesfail.
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In addition,in contrastto OSPF, ALVA allowsfor multiple lev-
els of hierarchyandALVA doesnot requirea backbone,which
meansthatvery largebackbonescanbebrokeninto smallerareas
thatprovide thesameconnectivity. Theseaddedfeaturesmakeit
possibleto furtherreducecommunicationaswell asstorageover-
head.

VI . CONCLUSIONS

We have presenteda new hierarchicalroutingalgorithmbased
on link-vectorroutingandareasfor aggregationof routinginfor-
mation. Themain ideaof LVA is to uselink-stateinformationto
computeoptimalpathsbut withoutreplicatingthecompletetopol-
ogy informationat every node. This ideahasbeenextendedto
allow multiple levelsof hierarchy. At eachlevel of thehierarchy,
partialtopologyis stored.

The performanceof ALVA wascomparedwith that of OSPF.
Our simulation resultsshow that, even with only one level of
hierarchy, ALVA clearly outperformsOSPF in terms of stor-
ageand communicationrequirements.ALVA doesnot require
a backbone-centeredtopology, and our simulationexperiments
illustrate performanceadvantagesgainedby allowing arbitrary
area-basedtopologies.In addition,allowing multiple levelsof hi-
erarchymakesthe new algorithmfar more scalablethan OSPF.
ALVA constitutesthebasisfor thedevelopmentof moreefficient
Internetroutingprotocolsbasedon link-stateinformation.
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